Abstract—Tracking heart motion plays an essential role in the diagnosis of cardiovascular diseases. As such, accurate characterization of dynamic behavior of the left ventricle (LV) is essential in order to enhance the performance of motion estimation. However, a single Markovian model is not sufficient due to the substantial variability in typical heart motion. Moreover, dynamics of an abnormal heart could be very different from that of a normal heart. This study introduces a tracking approach based on multiple models, each matched to a different phase of the LV motion. First, the algorithm adopts a graph cut distribution matching method to tackle the problem of segmenting LV cavity from cardiac MR images, which is acknowledged as a difficult problem because of low contrast and photometric similarities between the heart wall and papillary muscles within the LV cavity. Second, interacting multiple model (IMM), an effective estimation algorithm for Markovian switching systems, is devised subsequent to the segmentations to yield state estimates of the endocardial boundary points. The IMM also yields the model probability indicating the model that most closely matches the LV motion. The proposed method is evaluated quantitatively by comparison with independent manual segmentations over 2280 images acquired from 20 subjects, which demonstrated competitive results in comparisons with related recent methods.
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I. INTRODUCTION

EARLY detection of heart wall motion abnormality is of utmost importance in the diagnosis and control of coronary heart disease. As such, tracking and quantitative scoring of heart motion is of capital importance in clinical use. MR sequences are widely used for analyzing cardiac function, and provide a large number of images. Therefore, tracking based on manual delineation of the left ventricular (LV) boundary in all these images is prohibitively time-consuming, and automating the process has been the subject of an intense research effort recently [1]–[6].

Segmenting LV cavity from MR images is very difficult due to the low contrast and photometric similarities between connected cardiac regions, for instance, the papillary muscles within the cavity and heart wall have approximately the same intensity. Therefore, standard segmentation methods based solely on intensity information cannot yield accurate tracking. To overcome this difficulty, most of existing methods constrain the solution with prior geometric properties, such as the shape of the LV cavity learned a priori from a finite training set [7]–[9]. Unfortunately, such training information is not sufficiently reliable to recover the substantial variability between subjects [10]. First, to tackle the problem of segmenting LV cavity, this study adopts the graph cut distribution matching (GCDM) [11], which yields initial segmentation of the LV cavity within each frame by keeping the same photometric/geometric distribution of the cavity over cardiac cycles. This is done by minimizing a distribution-matching energy, which measures the similarity between a given segmentation of the first frame and the unknown segmentation of the current frame. Based on global distribution information learned from the first frame in the current data, GCDM overcomes some of the difficulties inherent to cardiac images without resorting to a priori training.

Subsequently, a multiple model approach is devised to constrain the segmentation results with prior knowledge of temporal consistency. Incorporation of such prior knowledge, which characterizes the dynamic behavior of the LV motion, enhances the accuracy of both segmentation and tracking. For instance, a cyclic temporal model was used for periodic cardiac motion [12], [13]. However, due to the substantial variability in the dynamics of the LV of a normal heart, accurate representation of the motion with a single Markovian model is not sufficient. Moreover, dynamics of an abnormal heart could be very different from that of a normal heart. Therefore, the LV dynamics can be viewed as a Markovian switching system, which has both continuous (noise) and discrete (model) uncertainties. For such switching systems, the interacting multiple model (IMM) [14]–[16] is an effective solution. Furthermore, the IMM yields the model probability indicating the model that most closely matches the LV motion at each time step.

In IMM filtering, the state estimates at current time step are updated using only the past observations. However, in cardiac MRI, the data is available upfront. As such, IMM fixed-interval smoothing [17] can be further exploited for our problem. The proposed method is evaluated quantitatively by comparison with independent manual segmentations over 2280 images.
acquired from 20 subjects, which demonstrated competitive results in comparisons with recent methods: level set overlap prior (LSOP) [1] and GCDM [11].

The remainder of this paper is organized as follows. Section II describes the LV cavity segmentation using the GCDM method. In Section III, we introduce a general model to characterize the dynamics of LV cavity points. The proposed multiple model approach is described in Section V. Experimental evaluations over 2280 images as well as comparison of the proposed method with other recent methods are described in Section VI. Finally, conclusions are given in Section VII.

II. GRAPH CUT DISTRIBUTION MATCHING

Let $\Gamma_n^p = \Gamma_n^p(p): \mathcal{P} \subset \mathbb{R}^2 \rightarrow \mathcal{I}, n \in \{1, \ldots, N\}$, be a MR cardiac sequence, with $N$ is the number of frames in the sequence, $\mathcal{P}$ is the positional array, and $\mathcal{I}$ is the space of photometric variables.

The first stage consists of finding for each frame $n \in \{2, \ldots, N\}$, a partition of $\mathcal{P}$ into two regions: the heart cavity and its complement in $\mathcal{P}$. We use the GCDM in [11], which yields initial segmentation of the LV cavity within each frame by keeping the same photometric/geometric distribution of the cavity over cardiac cycles. This is done by minimizing a discrete cost function with respect to a binary variable (labeling) $\mathcal{L}^n(p): \mathcal{P} \rightarrow \{0, 1\}$, which defines a variable partition of $\mathcal{P}$: the heart cavity $\mathcal{C}^n$ corresponding to region $\{p \in \mathcal{P} / \mathcal{L}^n(p) = 1\}$ and its complement, the background $\mathcal{B}^n$ corresponding to region $\{p \in \mathcal{P} / \mathcal{L}^n(p) = 0\}$. The cost function contains two kernel density matching terms: an intensity matching and a distance matching term. To introduce these terms, we consider the following definitions for any labeling $\mathcal{L}: \mathcal{P} \rightarrow \{0, 1\}$, any image $\mathbf{I}: \mathcal{P} \subset \mathbb{R}^2 \rightarrow \mathcal{I}$, and any space of variables $\mathcal{I}$.

1) $P_{\mathcal{L}, 1}^\mathbf{I}$ is the kernel density estimate (KDE) of the distribution of image data $\mathbf{I}$ within region $R_{\mathcal{L}} = \{p \in \mathcal{P} / \mathcal{L}(p) = 1\}$

\[
\forall i \in \mathcal{I}, \quad P_{\mathcal{L}, 1}^\mathbf{I}(i) = \frac{\sum_{p \in R_{\mathcal{L}}} K(i - I_p)}{A_{\mathcal{L}}} \tag{1}
\]

with

\[
K(y) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp(-y^2/2\sigma^2) \tag{2}
\]

and $A_{\mathcal{L}}$ is the number of pixels within $R_{\mathcal{L}}$

\[
A_{\mathcal{L}} = \sum_{R_{\mathcal{L}}} 1. \tag{3}
\]

$\sigma$ is the width of the Gaussian kernel.

2) $B(f, g)$ is the Bhattacharyya coefficient\(^3\) measuring the amount of overlap (similarity) between two distributions $f$ and $g$.

\[
B(f, g) = \sum_{i \in \mathcal{I}} \sqrt{f(i)g(i)}. \tag{4}
\]

We assume that a segmentation of frame $\Gamma_1$ is given. Using this prior information, i.e., a labeling $\mathcal{L}^n$ defining a partition $\{\mathcal{C}^n, \mathcal{B}^n\}$, we learn the photometric and geometric model distributions of the cavity, and optimize the following distribution matching constraints to segment subsequent frames.

A. Photometric Constraint

Given the learned model of intensity, which we denote $M_\mathbf{I}^n = P_{\mathcal{L}, 1}^\mathbf{I}$, our purpose is to find for each subsequent frame $\Gamma^n$ a region $\mathcal{C}^n$, whose intensity distribution most closely matches $M_\mathbf{I}^n$. This can be achieved by minimizing the following intensity matching function with respect to $\mathcal{L}$:

\[
B^2(\mathcal{L}, \Gamma^n) = -B(P_{\mathcal{L}, 1}^\mathbf{I}, M_\mathbf{I}^n) = -\sum_{i \in \mathcal{I}} \sqrt{P_{\mathcal{L}, 1}^\mathbf{I}(i)M_\mathbf{I}^n(i)}. \tag{5}
\]

B. Geometric Constraint

The purpose of this term is to constrain the segmentation with prior geometric information (shape, scale, and position of the cavity) obtained from the learning frame. Let $c$ be the centroid of cavity $\mathcal{C}^1$ in the learning frame and $D(p) = ||p - c||/N_D : \mathcal{P} \rightarrow \mathcal{D}$ be a distance image measuring the normalized distance between $p$ and $c$, with $D$ the space of distance variables and $N_D$ a normalization constant. Let $M_\mathbf{D}^n = P_{\mathcal{L}, 1}^\mathbf{D}$ be the model distribution of distances within the cavity in the learning frame. We seek a region $\mathcal{C}^n$, whose distance distribution most closely matches $M_\mathbf{D}^n$ by minimizing

\[
B^D(\mathcal{L}, \mathbf{D}) = -B(P_{\mathcal{L}, 1}^\mathbf{D}, M_\mathbf{D}^n) = -\sum_{d \in \mathcal{D}} \sqrt{P_{\mathcal{L}, 1}^\mathbf{D}(d)M_\mathbf{D}^n(d)}. \tag{6}
\]

C. Segmentation Cost Function

The cost function contains the photometric and geometric matching terms as well as a smoothness term. For each $n \in \{2, \ldots, N\}$, the first stage of our algorithm computes the optimal labeling $\mathcal{L}_{opt}$ minimizing

\[
F(\mathcal{L}, \Gamma^n) = B^2(\mathcal{L}, \Gamma^n) + B^D(\mathcal{L}, \mathbf{D}) + \lambda S(\mathcal{L}) \tag{7}
\]

where $S(\mathcal{L})$ is related to the length of the partition boundary given by [18]

\[
S(\mathcal{L}) = \sum_{(p, q) \in \mathcal{N}} \delta_{\mathcal{L}\neq\mathcal{L}} ||p - q||^1 \quad \text{with} \quad \delta_{x \neq y} = \begin{cases} 1, & \text{if } x \neq y \\ 0, & \text{if } x = y \end{cases} \tag{8}
\]

and $\mathcal{N}$ is a neighborhood system containing all unordered pairs $\{p, q\}$ of neighboring elements of $\mathcal{P}$. $\lambda$ is a positive constant that balances the relative contribution of $S$.

D. Optimization

Optimization of the distribution matching terms in $F(\mathcal{L}, \Gamma^n)$ is non-deterministic polynomial-time (NP)-hard, and does not afford an analytical form amenable to graph cut optimization. To compute initial segmentations efficiently, we use the method in [11]. Rather than minimizing directly the cost function, Ben

\(^2\)The number of frames $N$ is typically equal to 20 or 25.

\(^3\)Note that the values of $B$ are always in $[0, 1]$, where 0 indicates that there is no overlap, and 1 indicates a perfect match between the distributions.
Ayed et al. [11] proposed a first-order approximation of the Bhattacharyya measure, which allows to optimize $F(L, L^\dagger)$ with a fast graph cut computation [19]. Alternatively, one can use a gradient-descent level set optimization as in [1], but this leads to a computationally intensive algorithm.

This first stage based on the method in [11], computes only independent frame segmentations, and therefore, does not constrain the LV tracking with temporal consistency. In the next sections (see Sections III and V), we propose a multiple model filtering approach, which allows to characterize the dynamic behavior of the LV. This approach yields LV motion estimation, and as we will show experimentally (see Section VI), enhances the segmentation results in comparisons to the methods in [1] and [11].

III. Dynamic Model for Temporal Periodicity

For any frame, let $L_{opt}$ be the optimal labeling obtained with GCDM, and let $(x, y)$ be a Cartesian point sampled on the boundary between the segmentation regions defined by $L_{opt}$, i.e., the set of points, where the gradient of $L_{opt}$ is not equal to zero. Consider the state vector $\xi = [\bar{x} x \dot{x}]^T$ that describes the dynamics of the point in $x$-coordinate direction, where $\bar{x}$ and $\bar{x}$ denote velocity and the mean position over cardiac cycle, respectively. We assume the heart motion is periodic. Then, we can define a continuous state-space model that describes the cyclic motion of the point as follows:

$$\dot{\xi}(t) = A(\omega)\xi(t) + Bw(t)$$  \hspace{1cm} (9)

where $A(\omega) = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ \omega^2 & -\omega^2 & 0 \end{bmatrix}, B = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix}, \omega$ is the angular frequency, and $w(t)$ is the vector-valued white noise that accounts for approximating the unpredictable modeling errors arising in LV motion. Model (9) is linear for a given $\omega$ and can be viewed as an approximation of the temporal periodic model used in [13], where the higher order terms of the Fourier expansion were neglected. A bank of models can be effectively used in parallel to closely match the changing dynamics of boundary points, as discussed in Section V. We derive the discrete-time equivalent$^5$ of (9) as follows (refer to Appendix A for derivation details):

$$\xi_{k+1} = F(\omega)\xi_k + w_k$$  \hspace{1cm} (10)

where

$$F(\omega) = \begin{bmatrix} 1 & 0 & 0 \\ 1 - \cos(\omega T) & \cos(\omega T) & \frac{1}{2} \sin(\omega T) \\ \omega \sin(\omega T) & -\omega \sin(\omega T) & \cos(\omega T) \end{bmatrix}$$

$w_k$ is a discrete-time white noise sequence and $T$ is the sampling interval. The covariance of process noise $Q_k = \operatorname{cov}(w_k)$ is given by

$$Q_k = [q_{ij}]_{3 \times 3}$$  \hspace{1cm} (11)

where $q_{ij}$'s are defined in (64)–(69) in Appendix A. We extend the dynamic model to $x$–$y$ plane by defining the state vector $s = [\bar{x} x \bar{y} y]^T$. The discrete state-space model in $x$–$y$ plane is given as follows:

$$s_{k+1} = \begin{bmatrix} F(\omega) & 0_{3 \times 3} \\ 0_{3 \times 3} & F(\omega) \end{bmatrix} s_k + v_k$$  \hspace{1cm} (12)

Using a single Markovian model as in (12) is insufficient to describe the LV dynamics due to the following reasons: 1) the angular frequency that characterizes the motion of a LV point for normal subjects changes over time; 2) the dynamics of LV motion differ significantly in systolic and diastolic phases of heart beat; and 3) the LV dynamics of abnormal subjects differ significantly from those of normal subjects.

Therefore, the LV dynamics is a hybrid system—a system which has both continuous (noise) and discrete (model) uncertainties.

IV. Background on Multiple Model Filtering

Our objective is to build a Bayesian estimation of the dynamics of the LV given multiple models rather than a single model. The direct approach to the problem is a choice as to the model to be used followed by estimation, i.e., first chooses the best model based on which it runs a single model filter. However, in this approach, possible errors in the choice of the model are not accounted for in the estimation. Further, the approach cannot take advantage of the estimation results in model choice.

More willingly, multiple model approaches by detecting the maneuvers, i.e., switching between different modes, and identifying the appropriate model have been shown very effective. Each model is designed to represent a certain mode or dynamic behavior of the system, the dynamics of the LV in our case. Starting with prior probabilities for each model, a Bayesian framework is used to calculate the posterior model probabilities. Here, we assume the system undergoes transition from one mode to another. Thus, the optimal solution is intractable in practice, since each possible mode sequence requires a filter, which results in an exponentially increasing number of filters, i.e., the optimal filtering with $n$ models requires $n^2$ filters for processing $k$th observation to estimate state $s_k$.

Alternatively, suboptimal approaches combine only the past estimates with the highest probabilities and discard the rest. For example, in the case of generalized pseudo-Bayesian (GPB) filters [16], the first-order filter GPB, considers only the possible models in the last sampling period, whereas the second-order filter GPB, considers all the possible models in the last two sampling periods. These algorithms require $n$ and $n^2$ filters to operate in parallel, respectively. Another well-known suboptimal approach to hybrid estimation problem is the IMM filter [16]. It is conceptually similar to GPB, but requires only $n$ filters to operate in parallel. This is achieved by mixing the hypotheses at the beginning of each filtering cycle. Thus, the performance of the IMM algorithm closely approximates that

$^4$Note that one can use a different segmentation method as a first stage, for instance, the method in [1]. However, in this paper, we use the graph cut optimization in [11] because it leads to a fast algorithm.

$^5$The term discrete-time equivalent refers to the model if the discretization is exact and the continuous and discrete-time process noises have equivalent effects.
of the GPB₂, while requiring computational resource slightly more than that of GPB₁. The final estimate in IMM filtering is a weighted sum of each individual filters, and thus, enables a soft decision.

V. IMM FILTER

Let

\[ M = \{ M^1, \ldots, M^n \} \]

be the system, which consists of a discrete set of \( n \) models. In the IMM filter, the state estimate at any time is computed under each model with \( n \) filters, each using a different combination of the previous model-conditioned estimates (cf., Fig. 1 for an illustration). Let \( \mu^i_k = P\{ M^i \} \) be the prior probability of model \( M^j \) at time step 1 (the initial time step). In our example, we consider a semi-Markov process, i.e., from any model \( M^i \), the next to take place \( M^j \), is chosen at random according to an assumed model transition probability \( p_{ij} \). The system of equations corresponding to \( M^i_k \) is given by

\[
\begin{align*}
    s_k &= F^i_k s_{k-1} + v^i_k \quad (13) \\
    z_k &= H^i_k s_k + \eta^i_k \quad (14)
\end{align*}
\]

where \( \eta^i_k \) is zero-mean Gaussian noise sequence with covariance \( R^i_k \) and

\[
H^i_k = \begin{bmatrix} B_k & 0_{1 \times 3} \\ 0_{1 \times 3} & B_k \end{bmatrix}, \quad B_k = \begin{bmatrix} 0 & 1 & 0 \end{bmatrix}.
\]

Each cycle of the IMM filter is composed of interaction, model specific filtering, model probability update, and combination steps. Calculation of initial mean \( \{ m^i_1 \} \) and covariance \( \{ P^i \} \) inputs to the IMM is given in Section V-B.

**Interaction:** The individual filter estimates are mixed with respect to the predicted model probabilities. The mixing probabilities \( \mu^i_{k|j} \) for models \( M^i \) and \( M^j \) are calculated as follows:

\[
\mu^i_{k|j} = \frac{1}{c_j} \sum_{i=1}^{n} p_{ij} \mu^i_{k-1}
\]

with \( c_j \) is given by

\[
\bar{c_j} = \sum_{i=1}^{n} p_{ij} \mu^i_{k-1}
\]

and \( \mu^i_{k-1} \) is the model probability at time step \( k - 1 \). The inputs (mean and covariance) to each filter \( j \) are calculated by

\[
m^0_{k|j} = \sum_{i=1}^{n} \mu^i_{k|j} m^i_{k-1}
\]

\[
P^{0j}_{k|k} = \sum_{i=1}^{n} \mu^i_{k|j} [ P^i_{k-1} + (m^i_{k-1} - m^{0j}_{k-1})(m^i_{k-1} - m^{0j}_{k-1})^T ]
\]

**Model specific filtering:** Each filter predicts and updates its state estimate using its dynamic model assumption. The Kalman filter [16] is used to calculate the mode-conditioned state estimates for each model. The prediction and update equations are given by

\[
\begin{align*}
    [m^i_{k-1}, P^i_{k-1}] &= \text{KF}_p(m^i_{k-1}, P^i_{k-1}, \omega^i, Q^i_k) \\
    [m^i_k, P^i_k] &= \text{KF}_u(m^i_{k-1}, P^i_{k-1}, z_k, H^i_k, R^i_k)
\end{align*}
\]

where \( \text{KF}_p \) and \( \text{KF}_u \) denote prediction and update equations of Kalman filter, respectively.

**Model probability update:** The probability of a model being correct (mode probability) is updated with respect to its measurement residual, the difference between the actual and predicted measurements. The mode probability \( \mu^i_k \) of model \( M^i_k \) is computed as follows:

\[
\mu^i_k = \frac{\Lambda^i_k c_i}{\sum_{i=1}^{n} \Lambda^i_k c_i}
\]

where \( \Lambda^i_k \) denotes the likelihood of model \( M^i \) at time step \( k \), given by

\[
\Lambda^i_k = \mathcal{N}(v^i_k; 0, S^i_k)
\]

with \( v^i_k \) is the measurement residual and \( S^i_k \) is innovation covariance for model \( M^i \) in the Kalman filter update step.

Combination:** The estimate of the IMM algorithm is calculated by combining individual mode-conditioned filter estimates using mode probabilities as follows:

\[
m_k = \sum_{i=1}^{n} \mu^i_k m^i_k
\]

\[
P_k = \sum_{i=1}^{n} \mu^i_k [ P^i_k + (m^i_k - m_k)(m^i_k - m_k)^T ]
\]

A. Fixed-Interval IMM Smoother

To estimate state \( s_k \), the IMM filter uses only the set observations \( z_{1:k} \) from time step 1 to \( k \). However, since the data in
cardiac MRI is available upfront, the performance of the filtering algorithm can be improved drastically by smoothing [17], [20], [21] the estimation of state $s_k$ using observations $z_{k:N}$, where $N > k$. There are several variants of smoothing [22], the most common being fixed-interval smoothing, which we use here. The optimal solution for fixed-interval smoothing is to fuse the posterior distributions obtained by two optimal IMM estimators, one running forward and the other backward using an equivalent reverse-time Markov model. However, obtaining both the equivalent reverse-time model and optimal forward/backward-time IMM estimators is difficult. To tackle this problem, the approximate fixed-interval smoother [17] uses an approximate backward-time filter that generates the maximum-likelihood estimate of the state given the future observations, but does not use any of the prior statistics of the state. These maximum-likelihood estimates can be viewed as Bayesian estimates under the assumption that the state in the backward-time filter can be described as diffuse prior density [16]. This avoids constructing a reversed-Markov model.

1) Backward-Time IMM Filter: The block diagram of backward-time IMM filtering is presented in Fig. 2. Using total probability theory, the backward-time filtering density $P(s_k | z_{k:N})$ can be expressed as follows:

$$P(s_k | z_{k:N}) = \sum_{j=1}^{n} \mu_{k-j}^j p(s_k^j | z_{k:N})$$

(21)

where $\mu_{k-j}^j$ is the model probability of backward-time filter $M^j_k$ at time step $k$. The backward-time filter is initialized at the last time step $N$, and the forward and backward-time filters’ model probabilities at $N$ will be the same, i.e., $\mu_{N-N}^j = \mu_N^j$. The model-conditioned backward-time filtering densities can be expressed as follows:

$$p(s_k^j | z_{k:N}) = \frac{1}{c} p(z_k^j | s_k^j)p(s_k^j | z_{k+1:N})$$

(22)

where $c$ is a normalizing constant. The model-conditioned density $p(s_k^j | z_{k+1:N})$ given the future measurements $z_{k+1:N}$ is expressed as follows:

$$p(s_k^j | z_{k+1:N}) = \sum_{j=1}^{n} \mu_{k+1-j}^j p(s_k^j | z_{k+1:N})$$

(23)

where the conditional mode probability $\mu_{k+1-j}^j$ is computed as follows:

$$\mu_{k+1-j}^j = P(M_{k+1}^j | M^j_k, z_{k+1:N}) = \frac{1}{a_j} P_k^j b_{k,j}$$

(24)

The normalization constant $a_j$ is given by

$$a_j = \sum_{i=1}^{n} P_{k,j}^i b_{k,i}$$

(25)

The density $p(s_k^j | M^j_k, z_{k+1:N})$ is approximated with a Gaussian $\bar{N}(s_k^j | \tilde{m}_{k,j}^j, \tilde{P}_{k,j}^i)$. The mean and covariance of one-step backward-time filter estimate are given by the Kalman filter prediction using the inverse of the state transition matrix as follows:

$$[\tilde{m}_{k,j}^j, \tilde{P}_{k,j}^i] = KF_{p}(m_{k+1}^j, P_{k+1}^j, F(\omega)^{-1}, Q_k)$$

(26)

The density $p(s_k^j | z_{k+1:N})$ can be approximated by a Gaussian density with mean $\tilde{m}_{k,j}^j$ and covariance $\tilde{P}_{k,j}^i$, where

$$\tilde{m}_{k,j}^j = \sum_{j=1}^{n} \mu_{k+1-j}^j \tilde{m}_{k,j}^j$$

$$\tilde{P}_{k,j}^i = \sum_{j=1}^{n} \mu_{k+1-j}^j \left[ \tilde{P}_{k,j}^i + (\tilde{m}_{k,j}^i - \tilde{m}_{k,j}^j)(\tilde{m}_{k,j}^i - \tilde{m}_{k,j}^j)^T \right]$$

(27)

The aforementioned mixing procedure is slightly different from that of IMM filter, where the filtered estimate from the previous stage are mixed before using a forward-time one-step predictor. This difference is due to the fact that $M^j_k$ is associated with the sampling period $(t_k-1, t_k)$, and in the backward-time filter, the previous filtered estimates are valid at $t_{k+1}$. Therefore, these previous estimates cannot be mixed at $t_{k+1}$ and must first be predicted back to $t_k$ using $M^j_{k+1}$, which is in effect over $(t_k-1, t_k)$. These estimates can then be mixed conditioned on $M^j_k$. We refer to [17] for further details.

The mean $m_{k,j}^{b,i}$ and covariance $P_{k,j}^{b,i}$ of the updated backward-time filter density $p(s_k^j | z_{k:N})$ is computed by the Kalman filter update as follows:

$$[m_{k,j}^{b,i}, P_{k,j}^{b,i}] = KF_{u}(\hat{m}_{k,j}^{b,i}, \hat{P}_{k,j}^{b,i}, z_{k}, H_k^i, R_k^i)$$

(28)

where $\hat{m}_{k,j}^{b,i}$ and $\hat{P}_{k,j}^{b,i}$ are the measurement residual and measurement covariance for model $M^j_k$ in the Kalman filter update step. We now can update the model probabilities $\mu_{k,j}^{b,i}$ at time step $k$:

$$\mu_{k,j}^{b,i} = \frac{1}{a_j} A_{k,j}^{b,i}$$

(29)
where the normalizing constant \( a \) is given by

\[
a = \sum_{j=1}^{m} a_j \Lambda_{k}^{b,j}. \tag{30}
\]

The mean \( m_k^b \) and covariance \( P_k^b \) of the Gaussian approximation of the updated density \( p(s_k|z_k;N) \) is given by

\[
m_k^b = \sum_{j=1}^{n} \mu_k^{b,j} m_k^{b,j} \quad \text{and} \quad P_k^b = \sum_{j=1}^{n} \mu_k^{b,j} \left[ P_k^{b,j} + (m_k^{b,j} - m_k^b)(m_k^{b,j} - m_k^b)^T \right].
\]

2) Two Filter-Based Fixed-Interval IMM Smoother: This section describes the suboptimal fixed-interval smoothing algorithm for Markovian switching systems that fuses the estimates from forward and backward-time IMM filters. The objective of the smoothing process is to find an estimate for \( s_k \) at time-step \( k \) and covariance \( \bar{\Lambda}(31) \)

\[
\hat{\mu}_k = \frac{1}{c} \sum_{j=1}^{n} \mu_k^{s,j} \hat{\mu}_k^{s,j}.
\]

The smoothing distribution of the states matched to \( M_k^i \) and \( M_{k+1}^j \) over two successive sampling periods can be expressed as follows:

\[
p(s_k^i|M_{k+1}^j, z_{1:N}) = \frac{1}{c} p(z_k+1|N|M_{k+1}^j, s_k^i)p(s_k^i|z_{1:k}) \tag{37}
\]

where \( p(z_k+1|N|M_{k+1}^j, s_k^i) \) is the forward-time model-conditioned distribution, \( p(s_k^i|z_{1:k}) \) is the backward-time one-step predictive distribution, and \( c \) is a normalizing constant. Thus, the smoothing distribution can be expressed as follows:

\[
p(s_k^i|M_{k+1}^j, z_{1:N}) \propto \mathcal{N}(s_k^i|m_k^{s,i}, P_k^{s,i^j})
\]

where

\[
m_k^{s,i} = \sum_{j=1}^{n} \mu_k^{s,j} m_k^{s,j} \quad \text{and} \quad P_k^{s,i^j} = \left[ (P_k^{s,i})^{-1} + (P_k^{b,i})^{-1} \right]^{-1}.
\]

The model-conditioned smoothing distributions are approximated by a Gaussian with mean \( m_k^{s,i} \) and covariance \( P_k^{s,i^j} \) as follows:

\[
\hat{m}_k = \sum_{j=1}^{n} \mu_k^{s,j} m_k^{s,j} \quad \text{and} \quad \hat{P}_k = \sum_{j=1}^{n} \mu_k^{s,j} \left[ P_k^{s,j} + (m_k^{s,j} - m_k^{s,i})(m_k^{s,j} - m_k^{s,i})^T \right].
\]

Finally, similar to forward/backward-time IMM filters, we can match the moments of the overall smoothing distribution to approximate it as a Gaussian with mean \( m_k^{s} \) and covariance \( P_k^{s} \)

\[
m_k^{s} = \sum_{j=1}^{n} \mu_k^{s,j} m_k^{s,j} \quad \text{and} \quad P_k^{s} = \sum_{j=1}^{n} \mu_k^{s,j} \left[ P_k^{s,j} + (m_k^{s,j} - m_k^{s,i})(m_k^{s,j} - m_k^{s,i})^T \right].
\]

B. Filter Initialization

In our problem, we do not have prior knowledge of the initial value of \( s_1 \). Therefore, we use two-point differencing method [16] to initialize position and velocity components of the state. For instance, the initial position and velocity elements in x-coordinate direction are given by

\[
\hat{x}_1 = z_{1,x} \quad \text{and} \quad \hat{\dot{x}}_1 = \frac{z_{2,x} - z_{1,x}}{T}. \tag{38}
\]

The mean position over cardiac cycle \( \hat{x} \) is initialized by taking the expectation over all corresponding measurements

\[
\hat{x}_1 = \frac{1}{K} \sum_{k=1}^{K} z_{k,x}. \tag{40}
\]

The initial state elements in y-coordinate direction \( \hat{y}_1 \) and \( \dot{\hat{y}}_1 \) can be computed similarly using \( \{z_{k,y}\} \) and the initial mean.
input $m_t = [\hat{x}_1 \hat{x}_2 \hat{x}_3 \hat{y}_1 \hat{y}_2]^T$. The corresponding covariance is given by

$$P_t = \begin{bmatrix} \Phi_1 & 0_{3 \times 3} \\ 0_{3 \times 3} & \Phi_1 \end{bmatrix}$$

(41)

where

$$\Phi_1 = \begin{bmatrix} r & 0 & r & 0 \\ 0 & r & 0 & r \\ r & 0 & 2r & 0 \\ 0 & r & 0 & 2r \\ r & 0 & r & 0 \\ 0 & r & 0 & r \end{bmatrix}.$$  

(42)

VI. EXPERIMENTS

The proposed method was applied to 120 short-axis sequences of cardiac cine MR images, with a temporal resolution of 20 frames/cardiac cycle, acquired from 20 subjects. The images were acquired on 1.5T MRI scanners with fast-imaging employing steady-state acquisition (FIESTA) image sequence mode. The endocardial boundary was tracked in a total of 2280 images, including apical, mid-cavity, and basal slices, and the results were evaluated quantitatively by comparisons with the manual segmentations performed independently by a medical professional. The results were also compared with the recent LV boundary tracking methods, LSOP [1] and GCDM [11], using the same data.

Parameter settings: The regularization and kernel width parameters were unchanged for all the datasets in GCDM: $\alpha$ set equal to 0.15, the kernel width $\sigma$ to 5 for distance distributions, and to 10 for intensity distributions. Given the high variability in cardiac motion, the dynamic model parameters were chosen so as to characterize both benign and maneuvering motions. Four dynamic models were used in the IMM (the values were measured in squared pixels and $\omega$ was $2\pi$/heart period)): 1) $\omega = \omega_0, q_1 = 0.02, q_2 = 0.1, R_k = 1$; 2) $\omega = \omega_0, q_1 = 0.2, q_2 = 1, R_k = 1$; 3) $\omega = \omega_0, q_1 = 2, q_2 = 10, R_k = 1$; and 4) $\omega = 0.8\omega_0, q_1 = 0.2, q_2 = 1, R_k = 1$.

A. Quantitative Performance Evaluation

We used two criteria to evaluate the performances of the algorithms.

1) Root-Mean-Squared Error: We computed the RMSE by computing the perpendicular distances from manual to automatic LV boundaries using 60 points along the boundary. The RMSE over $N$ number of points is given by

$$\text{RMSE} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\hat{x}_i - \tilde{x}_i)^2 + (\hat{y}_i - \tilde{y}_i)^2}$$

(43)

where $(\hat{x}_i, \hat{y}_i)$ is a point on the automatic boundary and $(\tilde{x}_i, \tilde{y}_i)$ is the corresponding point on the manual boundary. Table I reports the RMSE for the proposed method, GCDM and LSOP averaged over all the dataset. The proposed method yielded an RMSE of 2.0 mm, whereas the methods GCDM and LSOP yielded 2.6 and 3.1 mm, respectively. The average RMSE plotted against the time step is shown in Fig. 6(a). The proposed algorithm yielded a lower RMSE compared to other methods, and therefore, a higher conformity to the manual segmentation.

2) Dice Metric: We computed the dice metric (DM), a common measure of similarity between manual and automatic segmentation [11], [23]. The DM is given by

$$\text{DM} = \frac{2V_{am}}{V_a + V_m}$$

(44)

where $V_a$, $V_m$, and $V_{am}$ are the volumes of the automatically segmented cavity, the corresponding hand-labeled cavity, and the intersection between them, respectively. Note that DM is always between 0 and 1, where 1 means a perfect match. The proposed method yielded a DM equal to $0.926 \pm 0.001$, whereas the methods GCDM and LSOP yielded $0.912 \pm 0.002$ and $0.884 \pm 0.008$, respectively, for all the data analyzed (refer to Table I, where DM is expressed as mean $\pm$ standard deviation). We also evaluated the algorithm using the reliability function of the obtained DMs, defined for each $d \in [0, 1]$ as the probability of obtaining DM higher than $d$ over all volumes: $R(d) = \Pr(\text{DM} > d) =$ (number of volumes segmented with DM higher than $d$)/total number of volumes. In comparison to other methods, the proposed algorithm led to a higher reliability curve, as depicted in Fig. 6(b).

B. Visual Inspection

In Figs. 3 and 4, we give a representative sample of the results for three subjects. Fig. 3 shows the trajectory of LV points estimated using the proposed GCDM–IMM method. The first row in Fig. 4 depicts typical examples, where the proposed method included accurately the papillary muscles inside the target cavity, although these have an intensity profile similar to the surrounding myocardium. To demonstrate explicitly, the positive effect of the proposed IMM filtering, we show in Fig. 5, the LV boundary estimated using the GCDM–IMM and GCDM alone, along with the manual segmentation, and reports the corresponding DM values. In these typical examples, the proposed method yielded a significant improvement in accuracy, i.e., a better conformity to manual segmentations, over GCDM.

Our MATLAB implementation of the IMM algorithm running on 2.0 GHz Intel Xeon computer took $2.96 \pm 0.02$ s to process a sequence of 20 images. The computational time for GCDM is reported in [11].

VII. DISCUSSION

This study investigates the problem of tracking endocardial motion via GCDM and IMM smoothing. GCDM yields...
initial frame segmentations by keeping the same photometric/geometric distribution of the cavity over cardiac cycles, whereas IMM constrains the results with prior knowledge of temporal consistency. The proposed method is evaluated quantitatively using RMSE and DM, by comparison with independent manual segmentations over 2280 images acquired from 20 subjects, which demonstrated significantly better results compared to recent methods [1] and [11]. The method is fast; the algorithm needs approximately 3 s to process a sequence, i.e., 20 frames. It is also flexible because it does not require a prior training. It should be noted, however, that this flexibility comes at the price of a reasonable amount of user interaction (a manual segmentation of the first frame) because the proposed method requires a reliable estimates of the distributions of the cavity. Also, the proposed algorithm does not take into account volume consistency, and therefore, an extension of the approach to 3-D data is desirable. We are planning to address these issues in our future work.

**APPENDIX**

**DISCRETIZATION OF CONTINUOUS-TIME STATE SPACE MODEL**

The continuous-time state equation (9) has the following solution:

\[ \xi(t) = F_{cy}(t, t_0)\xi(t_0) + \int_{t_0}^{t} F_{cy}(t, \tau)Bw(\tau)d\tau. \]  

The transition matrix has the following properties:

\[ \frac{dF_{cy}(t, t_0)}{dt} = A(t)F_{cy}(t, t_0) \]  

(46)  

\[ F_{cy}(t_2, t_0) = F_{cy}(t_2, t_1)F_{cy}(t_1, t_0) \quad \forall t_1 \]  

(47)  

\[ F_{cy}(t, t) = I. \]  

(48)

From (47) and (48), we obtain

\[ F_{cy}(t, t_0) = F_{cy}(t, t_0)^{-1}. \]  

(49)

The transition matrix has no explicit form unless it satisfies the following commutativity property:

\[ A(t) \int_{t_0}^{t} A(\tau)d\tau = \int_{t_0}^{t} A(\tau)d\tau A(t). \]  

(50)

Then,

\[ F_{cy}(t, t_0) = \exp \left( \int_{t_0}^{t} A(\tau)d\tau \right). \]  

(51)

For a time-invariant system, assuming \( t = 0 \)

\[ F_{cy}(t) \triangleq F_{cy}(t, 0) = \exp (At). \]  

(52)

The transition matrix \( A \) of the continuous state-space model (9) is given by

\[ A = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ \omega^2 & -\omega^2 & 0 \end{bmatrix} \]  

(53)
\[ q_{11} = q_1^2 T \]  
\[ q_{12} = q_{21} = \frac{q_1^2 (\omega T - \sin(\omega T))}{\omega} \]  
\[ q_{13} = q_{31} = q_1^2 (1 - \cos(\omega T)) \]  
\[ q_{22} = \frac{q_1^2 \omega^2 (3\omega T - 4\sin(\omega T) + \cos(\omega T)\sin(\omega T)) + q_2^2 (\omega T - \cos(\omega T)\sin(\omega T))}{2\omega^3} \]  
\[ q_{23} = q_{32} = \frac{q_1^2 \omega^2 (1 - 2\cos(\omega T) + 2\cos^2(\omega T)) + q_2^2 \sin^2(\omega T)}{2\omega^2} \]  
\[ q_{33} = \frac{-q_1^2 \omega^2 (\cos(\omega T)\sin(\omega T) - \omega T) + q_2^2 (\cos(\omega T)\sin(\omega T) - \omega T)}{2\omega} \]  

Evaluating \( \exp(At) \) yields:

\[ \exp(At) = \begin{bmatrix} 1 & 0 & 0 \\ 1 - \cos(\omega t) & \cos(\omega t) & \frac{\omega}{2} \sin(\omega t) \\ \omega \sin(\omega t) & -\omega \sin(\omega t) & \cos(\omega t) \end{bmatrix}. \]  

(54)

The state at sampling time \( t_{k+1} \) can be written as follows:

\[ \xi(t_{k+1}) = F_{cy}(t_{k+1}, t_k)\xi(t_k) + w(t_k). \]  

(55)

For a time-invariant continuous-time system, the transition matrix is as follows:

\[ F_{cy}(t_{k+1}, t_k) = F_{cy}(t_{k+1} - t_k) \]
\[ = \exp((t_{k+1} - t_k)A) \overset{\Delta}{=} F_{cy}(k). \]  

(56)

The discrete-time process noise relates to that of continuous-time as follows:

\[ w(t_k) = \int_{t_k}^{t_{k+1}} \exp((t_{k+1} - \tau)A)Bw(\tau)d\tau \overset{\Delta}{=} w(k). \]  

(57)

We assume \( w(t) \) is zero-mean and white noise. It follows that:

\[ \mathbb{E}[w(k)] = 0_{2\times1} \]  

(58)

\[ \mathbb{E}[w(k)w(l)^T] = Q_k \delta_{kl} \]  

(59)

where \( \delta_{kl} \) is the Kronecker delta function. The covariance \( Q_k \) can be simplified as follows:

\[ Q_k = \int_{t_k}^{t_{k+1}} \exp((t_{k+1} - \tau)A)B\Gamma(\tau)B^T \exp((t_{k+1} - \tau)A^T) d\tau \]  

(60)

where

\[ \Gamma(\tau) = \mathbb{E}[w(\tau)w(\tau)^T] \]
\[ = \begin{bmatrix} q_1^2 & 0 \\ 0 & q_2^2 \end{bmatrix}. \]  

(61)

(62)

Solving (60) yields:

\[ Q_k = [q_{ij}]_{3\times3} \]  

(63)

where (64)–(69) are shown at the top of this page.
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