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Abstract—Multioutput regression has recently shown great ability to solve challenging problems in both computer vision and medical image analysis. However, due to the huge image variability and ambiguity, it is fundamentally challenging to handle the highly complex input-target relationship of multioutput regression, especially with indiscriminate high-dimensional representations. In this paper, we propose a novel supervised descriptor learning (SDL) algorithm for multioutput regression, which can establish discriminative and compact feature representations to improve the multivariate estimation performance. The SDL is formulated as generalized low-rank approximations of matrices with a supervised manifold regularization. The SDL is able to simultaneously extract discriminative features closely related to multivariate targets and remove irrelevant and redundant information by transforming raw features into a new low-dimensional space aligned to targets. The achieved discriminative while compact descriptor largely reduces the variability and ambiguity for multioutput regression, which enables more accurate and efficient multivariate estimation. We conduct extensive evaluation of the proposed SDL on both synthetic data and real-world multioutput regression tasks for both computer vision and medical image analysis. Experimental results have shown that the proposed SDL can achieve high multivariate estimation accuracy on all tasks and largely outperforms the algorithms that the proposed SDL can achieve high multivariate estimation and medical image analysis. However, due to the huge image variability and ambiguity, it is fundamentally challenging to discover the underlying nonlinear relationship between the high-dimensional input descriptor space and the multivariate target space in multioutput regression. Inputs, e.g., images, associated with similar targets often exhibit varied appearances due to illumination changes, geometrical complexity, and intersubject variations, which causes high variability; while those associated with distinctive targets could share similar appearance, which induces huge ambiguity. It becomes the bottleneck to design discriminative descriptors that can reduce the variability and ambiguity for accurate and efficient multivariate estimation [10]. Handcrafted features widely used in existing multioutput regression tasks neglect the guidance of regression targets [3], which results in indiscriminate and lengthy representations, and therefore less accurate multivariate estimation. It is, therefore, imperative and highly desirable to explore the targets to achieve discriminative descriptors, which remains unaddressed for multioutput regression tasks.

To fill this gap, we propose a novel supervised descriptor learning (SDL) algorithm for multioutput regression. The SDL seeks low-dimensional feature representations aligned to regression targets to obtain discriminative and compact descriptors that enable more accurate and efficient estimation of multiple targets. We formulate the SDL in a framework of generalized low-rank approximations of matrices (GLRAM) [11]. By incorporating the supervision of multiple regression targets, we propose a supervised manifold regularization (SMR) to achieve discriminative learning.

By integrating the SMR into the framework of GLRAM, the SDL possesses multiple attractive merits.
1) The generalized low-rank approximation operates on matrix representations of images, which reduces time and space costs for more accurate and efficient computation of low-rank matrices than on vectorized representations [11], finds low-dimensional feature representations that can substantially reduce complexity of multioutput regression, and allows to explore distinctive physical meanings, e.g., spatial layout and orientation structure, in matrices for optimal representations.

2) The SMR encodes the intrinsic local geometrical structure of the multivariate target space and naturally incorporates the supervision to realize discriminative descriptor learning. The learned descriptors are aligned to regression targets achieving discriminative representations. In contrast to the conventional manifold learning [12], [13], the SMR makes full use of regression targets for SDL, which is first studied for multioutput regression.

3) By seamlessly integrating the newly proposed SMR into the GLRAM, the proposed SDL leverages their strengths in supervised manifold learning and subspace learning and, therefore, offers a novel general framework to effectively generate discriminative but compact low-dimensional descriptors for multioutput regression. The obtained objective function of SDL is novel and can be efficiently solved by our newly proposed iterative algorithm via an alternate optimization. Furthermore, the proposed SDL algorithm is flexible to work in conjunction with diverse matrix inputs. We develop our SDL on gradient orientation matrices (GOMs) rather than directly on raw image intensity in order to capture edges and gradient structures [14]. It is partially inspired by the previous work to build on image gradients, which has shown that replacing pixel intensities with gradient orientations offers reliable subspace estimation [15] and combining gradient orientations with supervised learning can improve the performance for classification [16], [17].

II. RELATED WORK

Multioutput regression has recently shown great success in solving many conventional problems, which mainly use handcrafted descriptors. Discriminative descriptor learning algorithms have been developed primarily in image classification/retrieval and face recognition tasks while not yet for multioutput regression.

A. Multioutput Regression

Multioutput regression has recently been used for both computer vision and medical image analysis tasks. Camera pose estimation in [5] is formulated as multioutput regression problem, which significantly outperforms the conventional methods based on inverse problems. Cardiac biventricular volume estimation has also been formulated as a multioutput regression problem to avoid tedious segmentation, which achieved remarkable results [7].

It has been shown in recent work [20] that regression performance can be largely improved by exploring the multivariate target space. The geometric structure of the output manifold is explored and incorporated into the regression process in [20], which refines the loss functions by local linear transform (LLT). By working in conjunction with support vector regression (SVR) [21], the LLT can improve the regression performance of SVR. By jointly learning both the output structure and regression coefficients via inverse-covariance regularization, Sohn and Kim [22] proposed the simultaneous estimation of structured sparsity and output structure for multi-output regression. Recently, multioutput regression with output and task structures (MROTSs) [1] was proposed to jointly explore the covariance structure of latent model parameters and the conditional covariance structure of multiple targets. The MROTS has achieved improved performance in different multioutput regression tasks.

B. Descriptor Learning

A recent trend is to design descriptor learning algorithms by building on well-established basic handcrafted descriptors, e.g., the SIFT [23]–[25], LBP [26], and HOG [16], [17], [27], [28], which, however, were mainly developed for computer vision tasks, such as image classification, retrieval, and face recognition rather than for multioutput regression.

It has been shown that the performance of handcrafted descriptors can be improved further by discriminant learning [17], [24], [26]. A local discriminant projection algorithm was proposed in [24] for dimensionality reduction of local descriptors, i.e., SIFT. The projections are learned to minimize the distances between matched pairs of descriptors while maximizing those between unmatched pairs. Similarly, a three-layered model based on the LBP descriptors was developed in [26] to extract discriminative and robust features. Also based on handcrafted feature descriptors, a learning architecture was developed in [17] to select discriminative filters...
from a set of candidate HOG filters based on their incremental contributions to the performance of object detection.

Recent work on descriptor learning is focused on the reformulation of the handcrafted feature descriptors [16], [27], [28] to use the prior knowledge by capturing edge and gradient information. Discriminative learning algorithms are employed to learn new descriptors, which mainly targets to improve classification tasks. Based on the idea of kernel descriptors [29], the image label information has been taken into consideration and embedded into the design of patch level kernel descriptors, obtaining supervised kernel descriptors. Recently, the configuration of SIFT-like spatial pooling regions is reformulated in [28] as the problem of selecting a few regions from a set of candidate ones. A convex optimization objective function with a sparse and low-rank regularization is solved to learn new descriptors for image retrieval. Similarly, a discriminant face descriptor (DFD) was designed in [27] for the face recognition task. In the DFD, the feature extraction in LBP is parameterized by extending from a pixel to a local image patch. The configurations, including image filters and neighborhood sampling weights, are learned simultaneously from data in a discriminant way.

Most of the existing multioutput regression tasks use handcrafted descriptors, e.g., HOG [3], among which multivariate targets are only explored for particular regressors [20] to improve estimation performance. Moreover, those existing discriminative descriptor learning algorithms are mainly designed for image classification, retrieval, and face recognition tasks, while it is nontrivial to apply them to multioutput regression tasks due to the multivariate continuous outputs rather than discrete labels in classification or recognition. In this paper, we propose a novel SDL algorithm to generate discriminative and compact descriptors for more accurate and efficient multioutput regression.

III. SUPERVISED DESCRIPTOR LEARNING

The schematic flowchart of descriptor learning by the proposed SDL algorithm is shown in Fig. 1. Based on the GOMs obtained from PHOGs, the proposed SDL, which is formulated as GLRAM with an SMR, is applied to generate discriminative and compact descriptors for accurate and efficient multioutput regression.

A. Problem Statement

We are given a set of training samples \( \{X_1, \ldots, X_L\} \) and the corresponding multivariate targets \( \{Y_1, \ldots, Y_L\} \), where \( L \) denotes the number of training samples and \( Y_i \in \mathbb{R}^d \) is a continuous multivariate variable. Our aim is to generate highly discriminative but compact feature descriptors for multioutput regression.

We start with more natural matrix representations rather than vectors as inputs, i.e., \( X_i \in \mathbb{R}^{M \times N} \), which can be any forms of matrix representations, e.g., raw image pixel intensities and gradient orientation-based features. Inspired by the recent work [15], we propose using the GOMs, which takes the advantage of prior knowledge to capture spatial layout and orientation structures in input images. To achieve more accurate and efficient multioutput regression, we would like to find a new discriminative but compact low-dimensional representation of a GOM \( X_i \) by distinctively exploring its spatial and orientation information in rows and columns of \( X_i \). The final descriptor is obtained by vectorizing the low-rank approximation of matrices \( X_i \) and fed into multioutput regressors.

B. Generalized Low-Rank Approximation of Matrices

To achieve low-dimensional and therefore compact representations, we propose building the SDL on the GLRAM to leverage its great strength and computational efficiency.
in dimension reduction of matrices [11]. In contrast to the conventional low-rank approximations of matrices [13], [30], [31], the GLRAM is to learn two transformations: \( W \in \mathbb{R}^{M \times m} \) and \( V \in \mathbb{R}^{N \times n} \) with \( m \ll M \) and \( n \ll N \), and \( L \) matrices \( D_i \in \mathbb{R}^{m \times n} \), such that \( WD_i V^T \) is an appropriate approximation of each \( X_i \), \( i = 1, \ldots, L \). We solve for \( W, V, \) and \( D_i \) by the following minimization problem:

\[
\arg \min_{W, V, D_i} \frac{1}{L} \sum_{i=1}^{L} \| X_i - WD_i V^T \|_F^2 \tag{1}
\]

where \( \| \cdot \|_F \) denotes the Frobenius norm, \( I_m \) is an identity matrix of size \( m \times m \), and the constraints \( W^T W = I_m \) and \( V^T V = I_N \) guarantee that \( W \) and \( V \) have orthogonal columns, which avoids redundancy in the low-rank approximations.

Since the objective function in (1) only minimizes the reconstruction error, the obtained in the low-rank representations \( \{D_i\}_{i=1}^L \) tend to be lack of discriminative ability. In order to increase the discrimination of each \( D_i \), we will consider to explore the multivariate regression target for supervised learning. In addition, we would like to highlight that unlike traditional low-rank approximation [13], the matrices \( D_1, \ldots, D_L \) are not required to be diagonal.

C. Supervised Manifold Learning

To achieve the discriminative representations of \( \{D_i\}_{i=1}^L \), we propose incorporating an SMR for SDL by exploring the multivariate target space. In particular, we impose minimization on \( \{D_i\}_{i=1}^L \) in (1) by adding the SMR term.

We construct a weighted graph \( G = (V, E) \) based on \( Y_i \) using the \( \epsilon \)-neighborhood method [32]. To be more precise, nodes \( Y_i \) and \( Y_j \) are connected if \( \| Y_i - Y_j \|^2 < \epsilon \), where \( \epsilon \in \mathbb{R} \). \( V \) and \( E \) denote \( L \) vertices and edges, respectively.

Note that the graph \( G \) is constructed on the multivariate targets \( \{Y_1, \ldots, Y_L\} \) rather than on inputs used in conventional manifold learning [12], [13].

We use \( S \in \mathbb{R}^{L \times L} \) to denote the symmetric similarity matrix, in which nonnegative elements correspond to the edge weights of the graph \( G \). The element \( S_{ij} \) of \( S \) is computed by a heat kernel in (2) with the parameter \( \sigma \)

\[
S_{ij} = \exp \left( -\frac{\| Y_i - Y_j \|^2}{2\sigma^2} \right), \quad i, j = 1, \ldots, L. \tag{2}
\]

The diagonal elements of \( S \) are set to be zeros, i.e., \( S_{ii} = 0 \). With the SMR term, we minimize

\[
\sum_{i,j} \| D_i - D_j \|_F^2 S_{ij}. \tag{3}
\]

The similarity matrix \( S \) reflects the proximity of data points (images) with respect to their targets and characterizes the manifold structure of the multivariate target space. Therefore, minimizing (3) will achieve low-rank approximations \( \{D_i\}_{i=1}^L \) automatically aligned to their regression targets by preserving the intrinsic local geometrical structure of the target space. The discrimination is naturally injected into the low-rank representations \( \{D_i\}_{i=1}^L \). In the low-dimensional space, data points with similar targets tend to fall close to each other, while those with dissimilar targets are forced to be apart. Therefore, the discriminative ability of learned low-dimensional representations is largely increased.

D. Learning With SMR

Combining (3) with (1), we obtain the objective function of the GLRAM with the SMR

\[
\arg \min_{W, V, D_i} \frac{1}{L} \sum_{i=1}^{L} \| X_i - WD_i V^T \|_F^2 + \beta \sum_{i,j} \| D_i - D_j \|_F^2 S_{ij} \quad \tag{4}
\]

where the first term finds a low-rank space for input matrices \( \{X_i\}_{i=1}^L \), the second term injects the supervision of targets to make the low-rank approximations \( \{D_i\}_{i=1}^L \) to be discriminative, and \( \beta \in (0, \infty) \) is a regularization parameter which serves to balance the tradeoff between the reconstruction errors and the discrimination of the low-rank approximations. \( \beta \) can be obtained by cross validation to cater different applications.

Rather than directly solving the above objective function in (4) due to the challenge of the joint optimization with \( W, V, \) and \( D \), we will find an alternative objective function based on which we build our final objective function for SDL.

Since the columns of both \( W \) and \( V \) are orthogonal, the first term in (4) can be rewritten as

\[
\begin{align*}
\frac{1}{L} \sum_{i=1}^{L} \| X_i - WD_i V^T \|_F^2 &= \frac{1}{L} \sum_{i=1}^{L} \text{Tr}((X_i - WD_i V^T)(X_i - WD_i V^T)) \\
&= \frac{1}{L} \sum_{i=1}^{L} \left( \text{Tr}(X_i^T V D_i W^T V D_i W^T X_i) - \text{Tr}(V D_i W^T X_i)(V D_i W^T X_i) \right) \\
&= \frac{1}{L} \sum_{i=1}^{L} \left( \text{Tr}(D_i^T D_i) - \text{Tr}(V D_i W^T X_i)(V D_i W^T X_i) \right). \tag{5}
\end{align*}
\]

Based on the fact that \( \text{Tr}(Z) = \text{Tr}(Z^T) \), we have

\[
\text{Tr}(X_i^T W D_i V^T) = \text{Tr}(V D_i W^T X_i).
\]

Since given the data \( \{X_i\}_{i=1}^L \), \( \sum_{i=1}^{L} \| X_i \|_F^2 \) is a constant, to minimize (5) is equivalent to minimizing

\[
\frac{1}{L} \sum_{i=1}^{L} \left( \text{Tr}(D_i^T D_i) - 2 \text{Tr}(V D_i W^T X_i) \right). \quad \tag{6}
\]

Setting the derivatives of (6) with respect to \( D_i \) to be 0 gives

\[
D_i = W^T X_i V. \quad \tag{7}
\]

We further notice that for any \( i \), given the \( W \) and \( V \), \( D_i \) can be uniquely determined by (7), which is the compact representation of \( X_i \). With (7), we can deal solely with \( W \) and \( V \) shared by \( \{X_i\}_{i=1}^L \) rather than jointly with
efficiently.

1) Substituting (7) into (5), we obtain an alternative minimization term for the first term in (4) as

\[
\arg \min_{W, V} \frac{1}{L} \left( \sum_{i=1}^{L} \|X_i\|_{F}^2 - \sum_{i=1}^{L} \|W^T X_i V\|_{F}^2 \right).
\]  

(8)

By dropping the constant \(\sum_{i=1}^{L} \|X_i\|_{F}^2\) and changing the sign of the above optimization problem in (8), we, therefore, have an equivalent maximization problem as follows:

\[
\arg \max_{W, V} \frac{1}{L} \sum_{i=1}^{L} \|W^T X_i V\|_{F}^2.
\]  

(9)

By solving the above function, we can obtain \(W\) and \(V\), which are used to compute the low-rank approximation \(D_i\) of \(X_i\) for \(i = 1, \ldots, L\).

2) Substituting (7) into the second term in (4), we obtain the SMR term in (9) and (10), we solve the final objective function that takes the following forms:

\[
\sum_{i,j} \|W^T (X_i - X_j)V\|_{F}^2 S_{ij}
\]  

(10)

which regularizes the learning of \(W\) and \(V\) to be supervised by the targets encoded in the similarity matrix \(S\), obtaining discriminative low-rank approximations of \([X]_{i=1}^{L}\).

By combining the SMR term in (9) and (10), we solve the following objective function that takes the following forms:

\[
\arg \max_{W, V} \frac{1}{L} \sum_{i=1}^{L} \|W^T X_i V\|_{F}^2 - \beta \sum_{i,j} \|W^T (X_i - X_j)V\|_{F}^2 S_{ij}.
\]  

(11)

In (11), the first term of minimizing construction errors guarantees the reconstruction fidelity in the low-rank approximation, while the second SMR term introduces supervision to enhance the discrimination of the learned representations. By fully leveraging the strengths of the GLRAM and the SMR in dimension reduction of matrices and in supervised manifold learning, the SDL offers an effective and compact formulation to learn highly discriminative, low-dimensional descriptors for multioutput regression.

E. Iterative Solutions via Alternate Optimization

It is not straightforward to solve the objective function in (11) using the existing methods. We seek an iterative algorithm via an alternate optimization, which can efficiently solve the objective function. To facilitate the derivation, the objective function (11) can be further rewritten in terms of traces of matrices

\[
\arg \max_{W, V} \frac{1}{L} \text{Tr} \left( \sum_{i=1}^{L} W^T X_i V V^T X_i^T W \right) - \beta \text{Tr} \left( \sum_{i,j} W^T (X_i - X_j)V S_{ij} V^T (X_i - X_j)^T W \right).
\]  

(12)

The obtained objective function in (12) avoids the rank-deficit problem in the trace ratio form [33], which would lead to unstable estimation and over sensitivity to limited training samples in hand [34].

The solutions of the objective functions (12) do not have closed forms. We propose to find the optimal solutions of \(W\) and \(V\) in an iterative way. In particular, we propose an alternate optimization algorithm to solve one by fixing the other, that is, we optimize \(W\) by fixing \(V\) and, optimize \(V\) by fixing \(W\).

1) Fixing \(V\), we find the optimal \(W\) by solving

\[
\arg \max_{W} \text{Tr}(W^T A W), \quad \text{s.t. } W^T W = I_m.
\]  

(13)

The solution of \(W \in \mathbb{R}^{M \times m}\) consists of the \(m\) eigenvectors of matrix \(A\) corresponding to the \(m\) largest eigenvalues, where \(A\) is obtained by

\[
A = \frac{1}{L} \sum_{i=1}^{L} X_i V V^T X_i^T - \beta \sum_{i,j} (X_i - X_j)V S_{ij} V^T (X_i - X_j)^T.
\]  

(14)

2) Fixing \(W\), we find the optimal \(V \in \mathbb{R}^{n \times n}\) by solving

\[
\arg \max_{V} \text{Tr}(V^T B V), \quad \text{s.t. } V^T V = I_n.
\]  

(15)

The solution of \(W\) consists of the \(n\) eigenvectors of \(B\) associated with the \(n\) largest eigenvalues, where \(B\) is obtained by

\[
B = \frac{1}{L} \sum_{i=1}^{L} X_i^T W W^T X_i - \beta \sum_{i,j} (X_i - X_j)^T W S_{ij} W^T (X_i - X_j).
\]  

(16)

We obtain the optimal solutions of \(W\) and \(V\) by solving the alternate optimization problems of (13) and (15) iteratively. We adopt the singular value decomposition (SVD) to solve the standard eigendecomposition problems, since it has been shown that the best approximation of given matrices with respect to the Frobenius norm can be obtained by the truncated SVD [11], [13]. The pseudocode for our iterative algorithm is illustrated in Algorithm 1.

F. Convergence Analysis

Although alternating optimization has been used in the previous work, it does not necessarily converge. We provide a rigorous mathematical proof on the convergence of the proposed alternating optimization algorithm. The procedure in
Algorithm 1 Supervised Descriptor Learning

**Input:** Data matrices $X_1, \ldots, X_L$ and their corresponding targets $Y_1, \ldots, Y_L$.

**Output:** The projection matrices $W$ and $V$.

1. Calculate the similarity matrix $S$ using the output targets $Y_1, \ldots, Y_L$;
2. Initialize $V^{(0)} = (I_n, 0)^T$ and set $i \leftarrow 1$;
3. repeat
4. Calculate the matrix $A$ by using Eq. (14) and $V^{(t-1)}$;
5. Compute the $m$ eigenvectors $\{\phi_j^W\}_{j=1}^m$ of $A$ corresponding to the $m$ largest eigenvalues;
6. $W^{(i)} = [\phi_1^W, \phi_2^W, \ldots, \phi_m^W]$;
7. Calculate the matrix $B$ by using Eq. (16) and $W^{(i)}$;
8. Compute the $n$ eigenvectors $\{\phi_j^B\}_{j=1}^n$ of $B$ corresponding to the $n$ largest eigenvalues;
9. $V^{(i)} = [\phi_1^V, \phi_2^V, \ldots, \phi_m^V]$;
10. $i \leftarrow i + 1$;
11. until Convergence.
12. return $W \leftarrow W^{(i-1)}$ and $V \leftarrow V^{(i-1)}$.

Algorithm 1 is effective if and only if it converges, which is guaranteed in Theorem 1.

**Theorem 1:** Let $L(W, V)$ denote the objective function in (12). Then, $L(W, V)$ is bounded and monotonically increases after every optimization step for $W$ and $V$, and hence, it converges.

**Proof:** Since $L(W, V)$ is a continuous function and district $\{(W, V)W^T = I_n, V^T V = I_n\}$ is closed, then $L(W, V)$ is bounded. For the $r$th step in the iteration, the solutions are computed by $W^{(r)} = \arg\max_W L(W, V^{(r-1)})$ and $V^{(r-1)} = \arg\max_V L(W^{(r)}, V)$, which ensures that we have the following inequality:

$$\cdots \leq L(W^{(r-1)}, V^{(r-1)}) \leq L(W^{(r)}, V^{(r-1)}) \leq L(W^{(r)}, V^{(r)}) \leq \cdots$$

Consequently, $L(W^{(r)}, V^{(r)})$ is monotonically increasing as $t \to \infty$. Therefore, it converges according to the monotone convergence theorem. \qed

The convergence with iterations for both head pose and area estimation is shown in Fig. 2, in which we can see the objective functions converge very fast within few steps, showing the efficiency of the iterative solution via alternate optimization. In practice, we can check the convergence of the algorithm by computing the value of the objective function $L(W, V)$ in (15) after each iteration. In particular, we check whether $L(W^{(t)}, V^{(t)}) - L(W^{(t-1)}, V^{(t-1)}) < \eta$, for some threshold $\eta > 0$. We set $\eta = 0.001$ in our experiments.

IV. EXPERIMENTS AND RESULTS

We evaluate the proposed SDL on both synthetic data and real-world data sets for multioutput regression tasks: head pose estimation, face alignment for computer vision, and four-chamber cardiac ventricular area estimation for the medical image analysis. Head pose estimation and face alignment are extremely challenging due to illumination, facial expression, and intersubject variations. Cardiac ventricular area estimation is one of the most important procedures daily used in clinical heart disease diagnosis [7]. Simultaneously estimating the areas of four chambers is clinically very useful but challenging due to huge appearance and geometrical structure variations across subjects. Moreover, the complex interaction between four chambers and temporal variations across a cardiac cycle makes it even more challenging. This problem is still unsolved in the medical image analysis.

A. Experimental Settings

The SDL can work independently with different regressors. We adopt the adaptive K-cluster regression forests (AKRFs) [3] for multivariate estimation. We follow the experimental settings of AKRF in the original work [3] and keep the same for all methods to establish fair comparison. In particular, we train 20 trees to build the regression forests, set the splitting number to be 2, and use the minimum leaf size of 5, which means that a node is not split any more if the number of training instances associated with the node is less than or equal to 5; the splitting is conducted by a linear support vector machine in which the parameters are set by default as in [3]; the sample rate is set to be 1 for training each tree. We set the tradeoff parameter $\beta = 1$ to keep both the reconstruction fidelity and discriminative ability.

To show the effectiveness of the proposed SDL for dimensionality reduction, we have conducted comprehensive experiments with other representative dimensionality reduction techniques, including principal component analysis (PCA), generalized PCA (GPCA) [11], locality preserving projection (LPP), 2-D LPP [35], and canonical correlation analysis (CCA) [40]. Note that the input image representation to the 1-D algorithms: PCA, LPP, and kernel CCA (KCCA) is a vector, e.g., the vectorized PHOG descriptor, while the input to the 2-D algorithms: GPCA, 2-D-LPP, GLRAM + MR (manifold regularization), and SDL is a matrix representation, e.g., the GOM. We summarized their properties and applicability in Table I to highlight the novelty of the proposed SDL. In contrast to the existing algorithms,
In particular, we generate data by the 2-D reduction algorithms for multioutput regression tasks. This is done using synthetic data for testing in [4], [5], [30], and [32], which were used for testing multivariate dimensionality reduction methods for 2-D matrix inputs, which, however, is not applicable to our multioutput regression task due to the fact that the targets are continuous multivariate values rather than discrete class labels. We implement the KCCA, which outperforms CCA [40]. The 2-D linear discriminant analysis (2-D LDA) [38] is also a well-known supervised dimensionality reduction method for 2-D matrix inputs, which, however, is not applicable to multioutput regression, because 2-D LDA needs discrete class labels as supervision to divide samples into the same classes and different classes.

### B. Experiments on Synthetic Data

We conduct simulated experiments on the synthetic data to show the ability of the proposed SDL to learn discriminative descriptors for multioutput regression. The experimental results demonstrate that the proposed SDL significantly improves the baseline of raw inputs for different multioutput tasks and consistently outperforms the state-of-the-art algorithms.

#### 1) Synthetic Data: We adopt the simulation methods in [4], [5], [30], and [32], which were used for testing multioutput regressors, to generate the synthetic data for testing the 2-D reduction algorithms for multioutput regression tasks. In particular, we generate data by \( \hat{Y}_i = W \hat{X}_i + \epsilon \), where \( \hat{Y}_i \in R^{Q \times d} \) and \( \hat{X}_i \in R^{d \times d} \) whose rows are sampled independently identically distributed from multivariate normal distributions, the weight matrix \( W \in R^{Q \times d} \) is generated randomly and fixed for both training and test samples, and \( \epsilon \) is the added Gaussian noise. Differently from [4], [5], [30], and [32], our input \( \hat{X}_i \) is 2-D matrix and we take \( Y_i = (1/d) \sum \hat{Y}_i \) as the multiple outputs associated with \( \hat{X}_i \), where \( \hat{Y}_i \) is the \( j \)th column of \( \hat{Y}_i \). As a consequence, rows and columns of the input matrix correlated distinctively to multiple outputs, which fulfills the practical applications. To demonstrate the ability of the proposed SDL in learning discriminative but compact descriptors from inputs with redundant information, we add the random values by concatenating random values to each \( \hat{X}_i \) along both rows and columns to obtain \( X_i \) of the size \( D \times D \), where \( D > d \), and we set \( d = 20 \) and \( D = 40 \). To further show the effectiveness of the SDL for diverse multioutput regression tasks, we experiment with different numbers of outputs: \( Q = 5, 10, \) and \( 50 \). We generate 3000 and 1000 samples \( (Y_i, X_i) \) for training and test, respectively.

#### 2) Results: Table II shows the experimental results on the synthetic data in terms of the average correlation coefficient of multiple outputs between the prediction and ground truth. The leftmost column corresponds the representative feature learning methods, and the three columns on the right correspond to multioutput regression tasks of different numbers \( Q \) of outputs. The baseline is the raw inputs without using feature learning. The simulated multioutput regression task is challenging due to the highly redundant information of 75% in the inputs. The proposed SDL yields high estimation performance on all the multioutput regression tasks and substantially outperforms the baseline of raw inputs without using feature learning and state-of-the-art dimensionality reduction algorithms. The proposed SDL significantly improves the baseline of raw inputs without using feature learning by large margins up to 13.4% in terms of correlation coefficients, as shown in Table II. By supervised learning, the proposed SDL is able to extract informative features that are related to multivariate targets while removing redundant information, obtaining highly

<table>
<thead>
<tr>
<th>Method</th>
<th>Number of Outputs</th>
<th>( Q = 5 )</th>
<th>( Q = 10 )</th>
<th>( Q = 50 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDL</td>
<td></td>
<td>0.952</td>
<td>0.949</td>
<td>0.946</td>
</tr>
<tr>
<td>Baseline</td>
<td></td>
<td>0.841</td>
<td>0.839</td>
<td>0.834</td>
</tr>
<tr>
<td>GPCA (2D-PCA)</td>
<td></td>
<td>0.887</td>
<td>0.886</td>
<td>0.873</td>
</tr>
<tr>
<td>PCA</td>
<td></td>
<td>0.876</td>
<td>0.871</td>
<td>0.864</td>
</tr>
<tr>
<td>2D-LPP</td>
<td></td>
<td>0.877</td>
<td>0.876</td>
<td>0.863</td>
</tr>
<tr>
<td>LPP</td>
<td></td>
<td>0.856</td>
<td>0.851</td>
<td>0.845</td>
</tr>
<tr>
<td>GLRAM+MR</td>
<td></td>
<td>0.887</td>
<td>0.876</td>
<td>0.871</td>
</tr>
<tr>
<td>KCCA</td>
<td></td>
<td>0.875</td>
<td>0.869</td>
<td>0.864</td>
</tr>
</tbody>
</table>

Table II. Comparison of the Proposed SDL with Other Dimensionality Reduction Techniques on the Synthetic Data (Average Correlation Coefficient Between Predicted and Ground Truth Values of Q Outputs)
discriminative but compact descriptors. The consistently high improvement of the SDL over the baseline for all tasks of different numbers of outputs demonstrates the great strength of the proposed SDL to learn discriminative but compact descriptors for multioutput regression tasks.

The effectiveness of the proposed SDL is further demonstrated by the much better performance than widely used representative feature learning algorithms. The SDL consistently outperforms other dimensionality reduction algorithms by large margins by up to 12%. The advantage of our supervised feature learning has been validated by the great improvement over the unsupervised learning algorithms including PCA, 2-D PCA, LPP, 2-D LPP, and GLRAM; the large improvement over the supervised learning algorithm KCCA which also uses output information demonstrates the effectiveness of the proposed SMR in learning discriminative descriptors for multioutput regression.

The proposed SDL can generate highly discriminative but compact descriptors by largely removing redundant information from raw inputs. We show the effect of dimensionality learned by the proposed SDL on the performance in Fig. 3. The SDL can achieve the best performance with the dimensions of 500 ($n = 25$ and $m = 20$), which is much lower compared with the raw input of 1600 dimensions, which demonstrates its great capability of learning discriminative compact descriptor for multioutput regression. More importantly, as shown in Fig. 3, the different performance variation patterns with the dimensions of rows and columns show the great advantages of the proposed SDL by learning two separate projection matrices for descriptor learning. By treating rows and columns of input matrices separately, the SDL can effectively explore the distinctive meanings residing in rows and columns to achieve optimal low-dimensional descriptors.

C. Experiments on Real Data

We apply the SDL to head pose estimation and face alignment for the typical computer vision task and to area estimation for medical image analysis.

1) Data Sets and Settings: The Pointing’04 data set [42] is a widely used benchmark for head pose estimation in computer vision. The dataset contains 2790 images from 15 subjects.

2) Experiments on Real Data

Each subject has two series of 93 images with different head poses represented by yaw and pitch, i.e., each image has a 2-D target. Bounding boxes associated with images that indicate the head regions are provided with the data set. We follow the original work to crop the images into $64 \times 64$ pixels based on the bounding boxes. We adopt the commonly used mean absolute error (MAE) to measure the performance for head pose estimation. Compared with the existing methods [3], [10], [43] on the this data set, we employ a fivefold cross validation.

The Cardiac MR data set is our newly collected multioutput regression benchmark for direct area estimation of four-chamber cardiac ventricular, which is still unaddressed in the medical image analysis due to the high complexity of four chambers. It contains 3125 MR images of cardiac four chambers from 125 subjects each of which has 25 images across a temporal cardiac cycle. Example images are shown in Fig. 4. The ground truth is obtained from manual segmentation by human experts. Note that we use the normalized areas as the targets, i.e., the number of pixels in a chamber divided by the total number of pixels of the images. The leave-one-subject-out cross validation is used for evaluation. To evaluate the area estimation performance, we measure the performance by the correlation coefficient between the ground truth and the estimation.

The 300-W data set [44] has been widely used for the validation of face alignment methods. The 300-W data set is created from several reannotated data sets, including LFPW [45], AFW [46], Helen [47], and IBUG [44]. The number of landmarks is 68. We follow the common settings in the previous work [48], [49] and build the training set using AFW, the training set of LFPW, and the training set of Helen, with 3148 images in total. The testing set consists of IBUG, the testing set of LFPW, and the testing set of Helen, with 689 images in total. We also follow common evaluation settings on: 1) fullset: all images of the testing set; 2) common subset: testing sets of Helen and LFPW; and 3) challenging subset: the IBUG data set. Following these work, we evaluate the performance using the average landmark error normalized by interpupill distance:

$$\text{error} = \frac{1}{N} \sum_{i=1}^{N} \frac{1}{P} \sum_{p=1}^{P} \sqrt{\left(x_{i}^{(p)} - x_{i}^{(p)}\right)^{2} + \left(y_{i}^{(p)} - y_{i}^{(p)}\right)^{2}}.$$  \hspace{1cm} (17)

We use a PHOG descriptor, which is widely used in computer vision tasks, e.g., head pose estimation [3], as the baseline method for performance comparison. The PHOG (2604d)
**TABLE III**

<table>
<thead>
<tr>
<th>Methods</th>
<th>yaw</th>
<th>pitch</th>
<th>average</th>
</tr>
</thead>
<tbody>
<tr>
<td>SDL</td>
<td>4.12±0.17</td>
<td>2.09±0.12</td>
<td>3.11</td>
</tr>
<tr>
<td>PHOG (Baseline)</td>
<td>5.30±0.29</td>
<td>3.34±0.21</td>
<td>4.32</td>
</tr>
<tr>
<td>Intensity*</td>
<td>5.21±0.24</td>
<td>3.17±0.14</td>
<td>4.19</td>
</tr>
<tr>
<td>GLRAM [11]</td>
<td>5.09±0.25</td>
<td>3.03±0.16</td>
<td>4.06</td>
</tr>
<tr>
<td>LBP [52]</td>
<td>5.53±0.29</td>
<td>3.37±0.23</td>
<td>4.45</td>
</tr>
<tr>
<td>GIST [51]</td>
<td>6.06±0.44</td>
<td>5.09±0.35</td>
<td>5.55</td>
</tr>
<tr>
<td>AKRF [3]</td>
<td>5.50</td>
<td>3.41</td>
<td>4.46</td>
</tr>
<tr>
<td>Geng et al. [53]</td>
<td>4.24</td>
<td>2.69</td>
<td>3.47</td>
</tr>
<tr>
<td>Fenuzi et al. [10]</td>
<td>5.94</td>
<td>6.73</td>
<td>6.34</td>
</tr>
<tr>
<td>Haji [43]</td>
<td>6.56</td>
<td>6.61</td>
<td>6.59</td>
</tr>
</tbody>
</table>

*This result is obtained by the proposed SDL learned from image intensity.

is obtained from a three-level pyramid [50]. The parameter $\epsilon$ is set to be the largest distance of the 1% shortest pairwise distances of all training samples. This ensures only very similar samples are connected in the graph. Note that 1% is found by cross validation from training sample and works generally well on all data sets.

To further demonstrate the advantage of the SDL in learning discriminative descriptors, we have compared our SDL with widely used descriptors, e.g., GIST [51] and histogram of LBP [50]. We implement them with a similar spatial pyramid to PHOG to establish fair comparison. Our final descriptor learned by the SDL is of 800 dimensions, which is much lower than the LBP (4872d) and GIST (4096d) descriptors. The compact low-dimensional descriptors learned by the SDL can dramatically reduce the computational cost to achieve more efficient multioutput regression. The contributions of the used GOM representation and the SMR are investigated, respectively, by applying the SDL to intensity and by implementing GLRAM without the SMR.

2) Head Pose Estimation: The proposed SDL produces high performance for head pose estimation with high accuracy for both yaw and pitch, which outperforms the algorithms in the state of the arts [3] by a large reduction of the MAE up to 22.3% (pitch). The comparison results using the validation of even training and test split are summarized in Table III.

The advantages of the proposed SDL is further shown by the much better performance than the handcrafted descriptors, including PHOG, LBP and GIST, and previous methods applied to this task. The significant improvement over the baseline using the PHOG descriptor indicates the advantage of the induced supervised manifold learning by the SDL. By the SMR, the SDL can effectively extract the most discriminative features that are closely related to regression targets while removing irrelevant information from raw features. Moreover, the regression can be conducted more efficient than that based on original vectorized PHOG descriptor due the large dimension reduction. Note that the better performance of the baseline PHOG than the existing methods is largely due to the use the advanced AKRF regression method recently proposed in [3], which outperforms other regression methods, e.g., SVR and conventional random forests.

The better performance of the baseline PHOG with AKRF than [10] and [43] is largely due to the use of the AKRF, because both [10] and [43] use the PHOG features but different regressors. Our SDL is much better than all the algorithms with the same AKRF regressor, which shows the highly discriminative ability of the descriptor learned by our SDL.

The improvement of SDL over that directly on image intensity by SDL shows the benefit of the used GOM representation. The GOM not only leverages the prior knowledge to capture edges and gradient information but also allows to explore the distinctive physical meanings of residing in orientation information and spatial layout. The increase over GLRAM validates the effectiveness of the proposed SMR in exploring the supervision of regression targets for feature learning. Even on the raw image intensity, the SDL can produce the impressive results that are comparable with and even better than other carefully handcrafted descriptors, e.g., PHOG, LBP, and GIST, showing the great power of the SDL in descriptor learning.

The effectiveness of the SDL is further demonstrated by the low-dimensional visualization, as shown in Fig. 5. The learned descriptors by the SDL demonstrate highly discriminative ability with only two dimensions. The illustration is obtained by setting $m = 1$ and $n = 2$. We can see in Fig. 5 that images with similar head poses are clustered, while those with very different head pose orientations are separated and tend to be scattered away. The high discrimination stems from the supervision of the regression targets incorporated by the proposed SMR. The SDL is able to effectively extract the most discriminative features closely related to head pose orientations. As a consequence, in a very low-dimensional space, images are discriminatively aligned to their head poses, which guarantees more accurate head pose estimation.
3) Area Estimation: The areas of the four chambers, i.e., the left/right ventricles (LV/RV) and left/right atriums (LA/RA) in a single image are estimated simultaneously. Despite of the great challenge in the estimation of continuous area values, the SDL produces high accuracy for all the four chambers with large advantages over other methods. Especially for the LV, the SDL can achieve a correlation coefficient of 91.5%, which is clinically significant indicating its potential use in practical diagnosis of heart deceases [7]. The SDL substantially outperforms other methods, including both the state-of-the-art descriptors, e.g., LBP and GIST, and other techniques applied to this task by up to 7.2%, which demonstrates the effectiveness of the SDL for continuous multivariate estimation. The comprehensive comparison with other methods is reported in Table IV. The SDL can achieve very close area estimation for all the four chambers. Consistently to head pose estimation, both GOM and SMR contribute the good performance of the proposed SDL, which is shown by comparison results with intensity and GLRAM in Table IV.

The proposed SDL outperforms representative dimensionality reduction algorithms, including PCA, GPCA, LPP, 2-D-LPP, and kernel CCA (KCCA). The comparison results for both head pose and cardiac chamber area estimation are reported in Tables V and VI, respectively. The advantages of the proposed SDL stem from the systematical integration of the generalized low-rank approximation of matrices (GLRAM) and SMR, which can find a highly discriminative but compact low-dimensional space.

The favorable benefit of the incorporated SMR in the SDL is shown by the better performance than unsupervised algorithms: PCA, GPCA, LPP, and 2-D LPP. The SDL outperforms compared dimensionality reduction algorithms with large margins, which demonstrates the effectiveness of the SDL in combing the ideas of supervised manifold learning. Moreover, the much better performance of SDL than GLRAM+MR, e.g., an average error reduction of 22.1% for head pose estimation, shows the advantages of constructing the Laplacian matrix using regression targets instead of using input features, which also demonstrates the effectiveness of combining GLRAM with the SMR in a single objective function for feature learning. In addition, KCCA produces the worst results due to huge information loss, because the dimensionality of learned descriptors is restricted by output dimensions [40], [55].

The effectiveness of the proposed SDL in learning compact descriptors is shown by the impressive results with very low dimensionality, as shown in Fig. 6. We conduct experiments on
the effects of dimension reduction by $W$ and $V$ by testing one with the other fixed. Fig. 6(a) and (b) shows the performance with different values of $W$ and $V$, respectively, for head pose estimation. Fig. 6(c) and (d) shows the performance with different values of $W$ and $V$, respectively, for area estimation. The peak performance by the SDL for both head pose and area estimation happens with very low dimensions of approximately $m = 40$ and $n = 20$.

Moreover, the distinctive performance variation patterns in Fig. 6 demonstrate the advantages using the GOM, which allows to differentially explore the orientation and spatial layout information, rather than the vectorized PHOG descriptor. The performance also shows different variation patterns between head pose and area estimation. The estimation results are more effected by spatial cells than orientation bins for area estimation, which would be due to that spatial layouts of the four chambers carries the discriminative appearance information. However, the orientation bins exhibit more effects on head pose estimation than area estimation, which could be explained by the fact that the orientation information is more characteristic for head poses. The different performance effected by spatial cells and orientation bins between area and head pose estimation validates the use of the GOM rather than the PHOG vector in which spatial and orientation information is treated equally in feature representations.

4) Face Alignment: The experimental results on the 300 W data set are reported in Table VII and Fig. 7. As shown in Table VII, compared with the methods published recently, our SDL achieves competitive results although our method does not rely on any initialization and Cascade regression models. The large improvement of the SDL over baseline PHOG shows the strength of our SDL for feature learning in face alignment. We have also shown the face alignment results for randomly-selected samples from the data set in Fig. 7 for intuitive illustration. Our method can accurately predict the landmarks very close to ground truth.

The dramatic improvement of the SDL over PHOG is due to the great ability of the SDL to extract discriminative features by supervised learning. The great challenges of face alignment stem from the high intersubject variations, illumination, occlusion, and facial expression variability. Handcrafted features, e.g., PHOG, demonstrate severe limitation on this task, while learning-based algorithms especially supervised learning, e.g., the proposed SDL, can largely handle those challenges. Our SDL exhibits its great capability of learning discriminative descriptors by taking into account the supervision of regression outputs, i.e., the landmarks on the face. The SDL can extract discriminative and informative features that are directly related to the landmarks while removing redundant noisy information, which therefore significantly improves the performance of face alignment.

In general, the competitive performance of our SDL algorithm on challenging face alignment demonstrates its
effectiveness in supervised feature learning for more extensive applications. Together with experiments conducted in this paper, we have successfully validated our SDL algorithm for feature learning in multioutput regression.

V. CONCLUSION

In this paper, we have presented a novel SDL algorithm to obtain a compact and highly discriminative descriptors for multioutput regression. We formulate the SDL as GLRAM with an SMR, which leverages their strengths in dimensionality reduction and supervised manifold learning. Being able to work on diverse inputs, e.g., image intensity and handcrafted features, the SDL provides a general framework of SDL for multioutput regression, which cannot only improve the performance of multivariate estimation, but also enables more efficient multioutput regression. Extensive experiments have been conducted on challenging multioutput regression tasks: head pose estimation, face alignment, and four-chamber cardiac ventricular area estimation. The achieved high performance demonstrates the strength of the SDL for diverse multivariate estimation applications in both computer vision and medical image analysis.
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